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Abstract—Understanding and recognizing genetic sequences 

is one step towards the treatment of the genetic disorders. 

Cancer, which is a major leading genetic disorder and 

responsible for around 13% of all deaths world-wide. Since 

the discovery of DNA, there has been a growing interest in 

genetic sequence recognition and gene expression analysis, 

inspired by its promising potential to cure a broad range of 

genetic disorders. Conventional biopsy examinations are 

highly invasive since tissue samples are required to be 

extracted from patients. Blood-based biomarkers have given 

optimism about the future cancer management. There have 

indeed been a number of studies to identify novel miRNA-

based cancer biomarkers. However, the existing diagnosis 

techniques using miRNA suffer from low diagnosis accuracy, 

sensitivity, and specificity. The low diagnosis accuracy and 

sensitivity of the existing techniques stems from the fact that 

there is extremely low miRNA count in body fluids. In this 

paper, we employed three marker selection algorithms to 

select relevant miRNAs that are directly responsible for 

cancer classification. Among the three methods, gain ratio 

(GR) results are quite encouraging. Despite much noise 

contaminated in the datasets, the predictive framework able 

to identify miRNA markers responsible for classification of 

cancer.  

 

Index Terms—miRNA, Cancers, Marker selection, Instance-

Based k-nearest-Neighbor Classification (IBK) 

 

I. INTRODUCTION 

Many people succumb to cancer every day. An early 

cancer detection and classification system is essential in 

order to save countless lives. Cancer is a family of 

diseases that involve uncontrolled cell growth wherein 

cells divide and grow exponentially, generating 

metastatic malignant tumors. Although currently 

available protein biomarkers and biopsy examination 

have low sensitivity, specificity and require invasive 

sampling procedures, they been widely used in cancer 

management cancer management [1]. Recently, there has 

been a tremendous increase in interest concerning 

circulating microRNAs (miRNAs) as a potent cancer 

biomarker to improve cancer management cancer 

management [2]. In fact, miRNAs are small non coding 

extracellular RNAs, approximately 18 to 22 nucleotides 
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long, which are produced through a series of complex 

biogenesis pathway [3, 4]. Up to now, over two thousand 

human miRNA have been identified [5, 6]. miRNAs can 

be identified in body fluid such as blood, plasma, serum, 

urine and saliva [7, 8]. Ectopic microRNA expression 

have been associated with tumorigenesis, cancer 

metastasis [9]. In fact, miRNA expression data are 

suffering from high-level of noise (resulting from low 

miRNA sample count in body fluids and contamination in 

sample preparation). Furthermore, irrelevant features 

imply high dimensionality of input data. High 

dimensionality can cause over-fitting, reduce the 

generalization ability of the cancer classification system 

and can elevate the computational complexity of cancer 

classification systems. The robustness and the 

generalization ability of the classifier are directly 

proportional to its complexity [10]. Therefore, the marker 

selection process is an imperative stepping stone to 

accurate and reliable cancer classification. 

II. PROPOSED METHODS  

A. Datasets 

The proposed framework has been tested on two 

publicly available datasets which were gastric cancer (E-

TABM-341) and ovarian cancer (E-TABM-343). Gastric 

cancer dataset contains total 353 samples and 315 

miRNAs whereas ovarian cancer dataset contains total 84 

samples and 1569 miRNAs.  

B. Marker Selection 

This study selected to employ three different marker 

selection algorithms which are gain ratio, correlation 

based filter and Relief. The main goal is to select out the 

most informative miRNAs subsets that can sufficiently 

discriminate classes of cancer prior to classification step. 

The aim of marker selection is to pick a subset of miRNA 

markers, S⊂G, that can sufficiently discriminate cancer 

type 𝐘, given |S|= s where (s ≪ g).  

1)  Gain ratio (GR) 

Gain ratio (GR) is a modified version of the 

information gain algorithm as it offers normalized 

miRNA expression values. The GR of a miRNA is a 

number between 0 and 1 which approximately represents 

the degree of ‘significance’ of the miRNA in 
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discriminating different classes of cancer [11]. A GR of 0 

roughly indicates that the corresponding miRNA has no 

significance in discriminating classes of cancer while a 

GR of 1 roughly indicates that the miRNA is significant 

in discriminating classes of cancer. The GR algorithm is 

visually depicted in Table I. The gain ratio (GR) between 

Y and s is defined to be: 

 
𝐺𝑅(𝑖; 𝕊) ≝

𝐼𝐺(𝑖; 𝕊)

𝐻(𝒀)
 (1) 

where 𝐼𝐺 denotes Information gain (IG) of a gene to the 

class label 𝒀 and 𝐻(𝒀) indicates entropy of cancer class 

label 𝒀. 

TABLE I.  ITERATIVE MARKER SELECTION ALGORITHM BASED ON 

GAIN RATIO 

Input: 𝐗 (miRNA) and 𝐘 (cancer class) 

Output: 𝕊 (Selected miRNA markers) 

Let 𝕊 = ∅; 

Loop 

          𝑖 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑖𝜖𝐺 𝐺𝑅 (𝑖; 𝕊); 

               𝕊 ←  𝕊 ∪ {𝑖}; 

up to (|𝕊|  ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) or (
𝑑 GR(𝑖;𝕊)

𝑑|𝕊|
≈ 0) 

2) Correlation based filter algorithm (CFS) 

Correlation based filter algorithm is a correlation based 

heuristic and arguably one of the fastest ways to classify 

cancer [12]. In the prediction phase, correlation based 

filter algorithm sequentially loops through all the samples 

and chooses the subsets of miRNA markers that are 

highly correlated with the cancer type 𝐘. Correlation 

based filter algorithm is based on symmetrical uncertainty. 

The CFS algorithm is depicted in Table II. Symmetrical 

uncertainty (SU) measures the degree of correlation 

between markers and it is defined to be: 

TABLE II. 
 

ITERATIVE MARKER SELECTION ALGORITHM BASED ON 

CFS
 

Input: 𝐗 (miRNA) and 𝐘
 
(cancer class label)

 
Output: 𝕊

 
(Selected miRNA markers)

 
1.

 
Let 𝕊 = ∅

 
;
 

2.
 

Loop
 

3.
 

       𝑖 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑖𝜖𝐺 𝑆𝑈 (𝑖; 𝕊); 
 

4.
 

       𝕊 ← 𝕊 ∪ {𝑖};
 

until
 
(|𝕊|  ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑)

 
or  (

𝑑 SU(𝑖;𝕊)

𝑑|𝕊|
≈ 0)

 

 3)
 

Relief-F Algorithm
 Relief-F algorithm is another type of marker subset 

selection algorithm with the principal of selecting 

markers randomly using attribute weighting method [13]. 

Furthermore, Relief-F normalizes expression values to a 

weight between −1 and 1. Additionally, Relief-F 

measures the conditional dependencies among attributes 

and it is applicable for both binary and continuous data. 

The Relief-F algorithm is depicted in Table III. The 

Relief-F is defined to be: 

TABLE III.  ITERATIVE MARKER SELECTION ALGORITHM BASED ON 

RELIEF-F 

Input: 𝐗 (miRNA) and 𝐘 (cancer class label) 

Output: 𝕊 (Selected miRNA markers) 

1. Let 𝕊 = ∅ ; 

2. loop 

3.     𝑖 = 𝑎𝑟𝑔 𝑚𝑎𝑥𝑖𝜖𝐺 𝑊𝑋 (𝑖; 𝕊); 

5.     𝕊 ← 𝕊 ∪ {𝑖}; 

until (|𝕊|  ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑) or  (
𝑑 𝑊𝑋(𝑖;𝕊)

𝑑|𝕊|
≈ 0) 

C. Classification 

Instance Based K-Nearest Neighbor (IBK) 

classification is arguably one of the easiest ways to 

classify cancer. It is also called memory-based learning or 

“lazy” learning because there is no training phase [14]. In 

the prediction phase, given an expression vector 𝒙 ∈  ℝ𝑛, 

an instance-based cancer classifier sequentially loops 

through all the samples and chooses the class label of the 

sample that is most similar to 𝒙 in terms of some distance 

metric, which is traditionally Euclidean distance or edit 

distance, as output. An IBK, as the name suggests, simply 

chooses the majority of the class labels of the ƙ samples 

that are nearest to 𝒙. IBK is calculated by the following 

equation. 

 

 

 

 

𝑑𝑖 = √(𝑋
𝑁+1

− 𝑋𝑖)
2(𝑋𝑁+1 − 𝑋𝑖) 

 

(4) 

D. Validation 

In order to assess the feasibility and validity of the 

proposed predictive framework, leave-one-out cross-

validation (LOOCV) was applied [15]. The results will be 

then averaged to produce an estimate of the accuracy of 

the system. The following performance metrics were used 

to gauge the performance of the system: Accuracy and 

area under the curve (AUC) [16-18]. 

III. EXPERIMENTAL RESULTS 

A. Gastric Cancer 

The gastric cancer dataset contains 353 samples and 

expression values for 315 miRNAs. Figure 1 and 2 depict 

the accuracy and AUC of the predictive framework. 

 
𝑆𝑈 = 2.0 ×

𝐻(𝑋) + 𝐻(𝑌) − 𝐻(𝑋, 𝑌)

𝐻(𝑌) + 𝐻(𝑋)
 

 

(2) 

𝑊𝑋

= 𝑃 (𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑋|
 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑓𝑟𝑜𝑚 

𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑐𝑙𝑎𝑠𝑠
)

− 𝑃 (𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑋|
 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠 𝑓𝑟𝑜𝑚

 𝑠𝑎𝑚𝑒 𝑐𝑙𝑎𝑠𝑠
) 

(3) 

19

International Journal of Life Sciences Biotechnology and Pharma Research Vol. 5, No. 1, June 2016



 

Figure 1.  Performance benchmarking of accuracy for three search 
algorithms and IBK for gastric cancer dataset. 

 

Figure 2.  Performance benchmarking of AUC for three search 
algorithms and IBK for gastric cancer dataset. 

 

Figure 3.  Performance benchmarking of accuracy for three search 

algorithms and IBK for ovarian cancer dataset. 

 

Figure 4.  Performance benchmarking of AUC for three search 
algorithms and IBK for ovarian cancer dataset. 

B. Ovarian Cancer 

The ovarian cancer dataset contains 84 samples and 

11,714 miRNAs. Figure 3 and 4 illustrate the accuracy 

and AUC of the predictive framework for ovarian cancer 

dataset. 

C. Performance Analysis 

Table IV summarizes the accuracies and number of 

selected miRNAs for IBK for gastric and ovarian datasets. 

For both datasets, CFS improves the accuracy of IBK. 

However, CFS takes longer evaluation time than GR and 

Relief-F. Similarly, GR can enhance the accuracy of IBK 

and at the same it is also a significantly fast search 

algorithm. The Relief-F takes lesser searching time than 

CFS but its performance is less robust than CFS and GR. 

The experimental results suggested that GR can provide 

most informative miRNAs subsets that can sufficiently 

discriminate classes of cancer in lesser amount of time 

with higher accuracy. In the training phase, the marker 

selection algorithms uncover markers based on a certain 

threshold. In the prediction phase, given an expression 

vector 𝒙 ∈  ℝ𝑛, all the miRNA are removed except the 

relevant miRNA markers. Finally, the output expression 

vector is 𝒙 ∈  ℝ𝓈 with reduced dimensionality. Therefore, 

the marker selection process is an imperative stepping 

stone to accurate and reliable cancer classification. 

 

TABLE IV.  ACCURACY AND NUMBER OF SELECTED MIRNAS FOR GR, CFS AND RELIEF-F ALGORITHMS 

Title Accuracy Number of selected miRNAs 

Marker selection 

algorithms 
GR CFS Relief-F GR CFS Relief-F 

Gastric cancer 86.9688% 87.5354 % 84.7025 % 40 50 30 

Ovarian cancer 97.619 %, 97.619 % 96.4286 % 10 18 40 

Average 86.97% 92.58% 90.57% 25 34 35 

 

IV. CONCLUSION 

This paper benchmarked the performance of three 
marker selection algorithms and IBK classifier to classify 
cancers from miRNA expression data. While comparing 

the accuracy and AUC of classification with respect to 
feature selection methods, Gain Ratio (GR)

 
results are 

more encouraging. Despite much noise contaminated in 
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the datasets, the predictive framework able to identify 

miRNA markers responsible for classification of cancer. 
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